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Abstract

The article serves as an introduction to the empirical analysis of innovation or knowledge

networks based on patent data with a particular focus on regional networks. I provide a review

of the literature of innovation networks and how it connects to systemic approaches within the

field of innovation studies. The SNA methodology is introduced by performing a comparative

regional network study based on the publicly available OECD patent databases.
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1 Introduction

A few years ago, the term ’network’ could easily be considered a buzz word in the field of economics.

By now, it has entered the mainstream literature and concepts, such as small worlds, structural

holes, or preferential attachment can almost be considered as general knowledge. Networks have en-

tered models ranging from strategic interaction (Goyal 2007; Jackson 2008, 2011) to macroeconomic

analyses (Fagiolo 2016), and are used to study phenomena, such as financial networks (Markose,

Giansante, and Shaghaghi 2012; Acemoglu, Ozdaglar, and Tahbaz-Salehi 2015), labour markets

(Calvó-Armengol and Jackson 2004), knowledge diffusion (Valente 1995; Cowan and Jonard 2004),

clusters (Giuliani 2013), venture capital (Sorenson and Stuart 2001), economic development (Hi-

dalgo et al. 2007), and technological trajectories (Verspagen 2007; Martinelli 2012), just to name a

few.

In this chapter, I provide an introduction to the empirical analysis of innovation or knowledge

networks based on patent data with a particular focus on regional networks. Since there are already

several review articles on innovation networks in general (Ozman 2009; Cantner and Graf 2011;

∗Prepared for the Handbook of Research Methods and Applications in Industrial Dynamics and Evolutionary
Economics.
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Phelps, Heidl, and Wadhwa 2012) and some with a particular geographical focus (ter Wal and

Boschma 2009; Broekel et al. 2014), the present article is complementary with an emphasis on

applications of the method. As such, the chapter serves two main purposes. First, to provide a

review of the literature of innovation networks that shows its connections to systemic approaches

within the field of innovation studies. Second, to introduce the SNA methodology by performing a

comparative regional network study and providing a replicable source code for an empirical analysis

in R on the basis of the publicly available OECD patent databases.

I will proceed to pinpoint the relevance of interaction in innovation processes in Section 2,

establish the connection between the innovation system approach and networks in Section 3 and

provide a short review of the literature on innovation networks in Section 4. The empirical applica-

tion follows in Sections 5 and 6 where we first set up the data and second perform the descriptive

analysis. Conclusions are presented in section 7.

2 Innovation, interaction, and learning

Processes of innovation and learning are decisive factors for economic development and the main-

tenance of wealth in economies (Schumpeter 1912, 1942). An in-depth understanding of the func-

tioning of processes of innovation and learning is therefore at the core of economics. A fundamental

insight of past research is that innovation is generally not pursued in isolation. Already in 1890,

Alfred Marshall identified informational spillovers as one of the factors leading to the agglomeration

of economic activity. He argued that clustered firms have a better production function than isolated

firms (see Krugman 1991). In models of endogenous growth, R&D spillovers are a major source

of endogenous growth (Romer 1990; Aghion and Howitt 1992). Zvi Griliches devoted much of his

research effort to identify and measure these positive externalities to provide us with a full account

of the social returns to innovation (see Griliches 1992, for a review of this line of research). How-

ever, it was not until the early 1980’s that the black box of the innovation process attracted more

research. Studies on collective invention showed that knowledge exchange is not just an externality,

but might occur due to an active decision of economic agents (Allen 1983). Kline and Rosenberg

(1986) emphasize interactive features of the innovation process within the firm and highlight the

importance of heterogeneous external knowledge sources and feedback mechanisms.

The innovation system approach places interaction between heterogeneous actors at the core of

a learning economy (Lundvall 1992). Studies on national innovation systems strengthened the view

that the functioning of innovation systems is the basis for innovation-based economic development

(Nelson 1993). Success stories of regional innovation (Cooke and Morgan 1994; Braczyk, Cooke, and

Heidenreich 1998; Keeble et al. 1999) and in particular the prominent example of Silicon Valley

(e.g., Saxenian 1994) highlighted the beneficial effects of regional interaction and this argument

was strengthened by findings on the regional dimension of knowledge flows (Jaffe, Trajtenberg, and

Henderson 1993).

However, recent attempts to identify channels of knowledge spillovers challenge the argument

by Jaffe, Trajtenberg, and Henderson (1993) that knowledge flows are localized. Thompson and

Fox-Kean (2005), for example, find no intra-national localization effects when using a finer level of

technological aggregation in their sample. Breschi and Lissoni (2009) argue that there are more

and possibly other relevant dimensions than just geographical proximity and introduce a measure

2
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of social proximity between inventors to the ‘experiment’ by Jaffe, Trajtenberg, and Henderson

(1993). They find that social proximity explains most of the identified spillovers and argue that

geographical proximity merely facilitates these face-to-face contacts, but geographical proximity

is certainly not a sufficient condition for knowledge transmission. This finding is supported by

other studies stressing the importance of labor mobility for knowledge flows (Zucker, Darby, and

Armstrong 1998; Almeida and Kogut 1999; Møen 2005). The consequence of these findings is

that to benefit from knowledge spillovers, actors have to establish relations to others and thereby

position themselves within a social network.

Besides – often involuntary – labor mobility, firms can establish such linkages through coopera-

tive R&D to benefit from external knowledge. There is a long tradition in the industrial organization

literature that highlights the benefits of cooperation and analyzes the circumstances under which

cooperations are most fruitful (for an overview, see Hagedoorn 2002). Some time ago, the focus of

economists on cooperative R&D and the importance of external knowledge sources shifted from a

bilateral perspective to a multilateral or network view (e.g., Powell, Koput, and Smith-Doerr 1996).

A highly recognized special issue in Research Policy provides a good demonstration of this shift

and in their introduction to that volume, DeBresson and Amesse (1991) bring together the different

strands of the literature in various disciplines to make a point for why the concept of networks is so

important for understanding the process of innovation. In the same issue, Freeman (1991, p. 499)

points out that networks are a “characteristic of national and international innovation systems”.

His review also shows that while in that special issue the main theme was networks of innovators,

hardly any study actually analyzed the structural properties of the networks but still focussed on

the bilateral relations in counting shares of firms cooperating or providing information about which

types of arrangements (joint ventures, customer–supplier relations, etc.) dominate. However, it

was clear that there was a need for analyzing networks not just in a conceptual but also in an

empirical way.

3 Innovation systems and innovation networks

The systemic view of innovation processes (e.g., Lundvall 1992; Nelson 1993; Edquist 1997) empha-

sizes the importance of a division of innovative labor and knowledge transfer between innovative

actors. These interactions are embedded within an environment of specific institutions guiding the

innovation process. More generally, a system might be defined according to the following three

characteristics (Edquist 2004, p. 187):

i) A system consists of two kinds of constituents: there are, first, some kinds of components

and, second, relations among them. The components and relations should form a coherent

whole (which has properties different from the properties of the constituents).

ii) The system has a function, i.e., it is performing or achieving something.

iii) It must be possible to discriminate between the system and the rest of the world; i.e., it

must be possible to identify the boundaries of the system. If we, for example, want to make

empirical studies of specific systems, we must, of course, know their extent.1

1Only in exceptional cases is the system closed in the sense that it has nothing to do with the rest of the world
(or because it encompasses the whole world).

3
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Table 1: Five forms of proximity

Key dimension Too little proximity Too much proximity

Cognitive knowledge gap misunderstanding lack of sources of novelty

Organizational control opportunism bureaucracy

Social trust (based on social relations) opportunism no economic rationale

Institutional trust (based on common institu-
tions)

opportunism lock-in and inertia

Geographical distance no spatial externalities spatial lock-in

Source: Boschma (2005).

An innovation system is then defined as a network of actors who interact in the processes of

the generation, diffusion, and utilization of new, economically useful knowledge under a distinct

institutional framework (Cantner and Graf 2003). Institutions are understood as ‘sets of common

habits, norms, routines, established practices, rules or laws that regulate the relations and interac-

tions between individuals, groups and organizations’ (Edquist and Johnson 1997, p. 46). Thus, an

innovation system is a group of actors who are related by know-how flows, subject to an institu-

tional environment. These linkages can be built on purpose or emerge unintendedly; they can be

incorporated in materials, products or persons or they can develop disembodied through informal

knowledge exchange between the actors. In contrast to market exchange, the reciprocity in such a

system of informal contacts is less strict, meaning that there is no direct payment for every bit of

information, but if someone is free-riding, there are punishments such as exclusion from information

channels.

The functioning of innovation systems is based on the information and know-how exchange

between actors. The success of the exchange depends on the frequency of interaction, the compat-

ibility of know-how components, and the degree of mutual understanding. These criteria highlight

the specific types of proximity between actors and constitute the different concepts of innovation

systems. Proximity covers a number of dimensions and not just geographical closeness (Torre and

Gilly 2000). Boschma (2005) provides an overview of the different concepts of proximity (see ta-

ble 1) and its impact on innovation, which will be helpful for further discussion. Besides the positive

effects of proximity, special attention is paid to the dangers of too much proximity, as the risk of

lock-in rises with neglect of knowledge inputs from outside the system.

Cognitive proximity refers to the distance in knowledge space, meaning that people sharing

the same knowledge base and expertise may learn from each other (Nooteboom 2000). Firms

usually search for new knowledge in close proximity to their existing knowledge-base. In following

different trajectories, they develop specific capabilities, which makes them different from other

firms. Knowledge from external sources can thus only be absorbed if the cognitive gap is not too

large. Boschma (2005) brings forward three points why actors wanting to learn from each other

should not be too close in knowledge space: first, the generation of knowledge requires dissimilar

but complementary bodies of knowledge in order to trigger creativity and new ideas. Second, too

much cognitive proximity might lead to a cognitive lock-in as routines obscure the view on new

technologies and opportunities. The third reason is related to involuntary spillovers, as direct

competitors with no specific capabilities are very reluctant to share knowledge or learn from each

other and would rather not co-locate (Cantwell and Santangelo 2002).

4
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Organizational proximity refers to the organization of production. It is based on similarity

and adherence, which means that actors are close if they belong to the same relational framework

(i.e., the way interaction and coordination is organized) or share common knowledge and capacities

(Torre and Gilly 2000). Often, this type of proximity is associated with networks of reciprocal

and trust-based relationships (Boschma 2005). Organizational arrangements, such as networks,

reduce uncertainty in the transfer and exchange of knowledge but differ in the extent to which

the related actors are autonomous or the degree of control that can be exerted on each other.

Low organizational proximity then refers to independent actors on spot markets while high orga-

nizational proximity refers to hierarchical relationships within a firm. With respect to the effects

on learning and knowledge creation, Boschma (2005) summarizes that organizational proximity is

required to control uncertainty and opportunistic behavior, but that too much proximity is often

not sufficiently flexible to allow for novelty.

Social proximity might be defined, “[. . . ]in terms of socially embedded relations between agents

at the micro-level. Relations between actors are socially embedded when they involve trust, that

is based on friendship, kinship and experience” (Boschma 2005, p. 66). This type of proximity

draws on the embeddedness literature which states that economic relations are embedded in social

context and these social ties influence economic action (Granovetter 1985). While social relations

positively influence the degree of knowledge exchange and interactive learning (Breschi and Lissoni

2003), they might lead to a lock-in and an underestimated risk of opportunistic behavior (Uzzi

1997; Boschma 2005).

While social proximity describes relations on the micro-level, institutional proximity is associ-

ated with the institutional framework at the macro level (norms and values of conduct). Formal

institutions, such as laws, rules and language are distinguished from informal institutions, such

as values, cultural norms or habits. Depending on the formulation of these institutions, they can

support or hamper innovation, e.g., the pharmaceutical industry would clearly suffer if no effec-

tive patent system existed. While institutional proximity provides the basis for co-ordination and

interactive learning, too much proximity can lead to inertia, and therefore provides insufficient

opportunities for change.

Geographical proximity describes the spatial distance between economic actors. While this usu-

ally accounts for physical distance, it is influenced by transport and communication infrastructure

which might decrease the costs for face-to-face interaction. Geographical proximity enhances in-

novation as it facilitates knowledge sharing while the institutions co-evolve during the frequency

of interaction. However, geographic proximity cannot be considered a sufficient condition for the

exchange of tacit knowledge. Blanc and Sierra (1999) describe how large multinationals face dif-

ficulties in getting access to the local networks when setting up subsidiaries in these locations.

Locations which get too narrowly focussed on certain types of activities might run into a spatial

lock-in, so that they are unable to follow new developments. To reduce the risk of such a type of

lock-in, it is necessary to either diversify and profit from Jacobs externalities or establish and foster

non-local linkages to get access to external knowledge.

Depending on the definition of an innovation system, different types of proximity are pro-

nounced. Within concepts of innovation systems, where the system boundaries are spatial, in

terms of national, regional or local innovation systems, aspects of geographical proximity are high-

lighted. Geographical proximity allows frequent face-to-face contact to exchange information and
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build a stock of common knowledge. Regional agglomerations of economic activity, such as clusters

(Porter 1990), industrial districts (Lazerson and Lorenzoni 1999) or innovative milieu (Camagni

1991, 1995a, 1995b) are said to possess these conditions favorable to knowledge exchange. Focussing

on a common culture, language and legislation (institutional proximity), one ends up at national

systems of innovation (Freeman 1987; Lundvall 1988; Nelson 1993).

The focus of technological systems (TS) (Carlsson and Stankiewicz 1991) or sectoral innovation

systems (SIS) (Breschi and Malerba 1997; Malerba 2002) is on the compatibility of the knowledge-

stock. Here, the actors’ cognitive proximity is highlighted, which fosters the successful exchange

of knowledge. Depending on the type of the knowledge-base, spatial agglomeration of economic

activities is not always necessary (Breschi and Malerba 1997).

4 Social network analysis in innovation research

As pointed out in the preceding section, networks are a vital part of an innovation system. However,

the innovation system literature is not the only area of application of social network analysis within

the field of economics. Actually, the bulk of empirical studies on networks is not set in an innovation

system context but is concerned with the measurement of knowledge spillovers (Singh 2005; Breschi

and Lissoni 2009), the influence of network position on firm success (Powell, Koput, and Smith-

Doerr 1996; Uzzi 1997; Ahuja 2000; Owen-Smith and Powell 2004; Funk 2014), or, more recently,

with network evolution (Riccaboni and Pammolli 2002; ter Wal 2014; Tomasello et al. 2017).

But before I provide a short overview of the types of network studies2, let me introduce some of

the most important terms and definitions.3 A network is a set of nodes between any two of which

there exists or does not exist a link (also tie or edge). In undirected networks all links are reciprocal

(two firms that cooperate), in directed networks this does not have to be the case (the one I ask for

advice does not necessarily have to ask me for advice). Links are either weighted to measure the

intensity of interaction or unweighted if we are only interested in the existence of a link. The degree

of a node is the number of links that involve that node, and is a natural measure of the node’s

popularity. Another common measure of node centrality is betweenness which accounts for the

position in the whole network (whereas degree is only based on the ego network4). It is calculated

as the frequency with which an actor is positioned between pairs of other actors on the shortest

path connecting them. The distance between two nodes is the number of links in the shortest path

between them. Networks might be partitioned into components such that two nodes are members

of the same component if and only if there exists a path between them. If there is a path between

every pair of nodes, the network consists of only one component.

4.1 Types of networks

Within the innovation literature, we find various types of networks and the following examples

are surely not exhaustive. Depending on the research question, nodes might be firms, individuals,

regions, patents, etc. and linkages can be any type of relation between these nodes. Table 2

2A more comprehensive review is found in Cantner and Graf (2011).
3Comprehensive overviews of network concepts are found in Wassermann and Faust (1994), Jackson (2008), or

Borgatti, Everett, and Johnson (2013). More details are provided in Section 6.
4Ego networks consist of a focal node (“ego”) and the nodes to whom ego is linked (the “alters”) plus the ties

among the alters (Borgatti, Everett, and Freeman 2002).

6
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Table 2: Examples of networks in innovation studies

Network type Nodes Edges Application

Cooperation networks Firms Cooperations Powell, Koput, and Smith-Doerr (1996)

Co-funding networks Organizations Cooperations Broekel and Graf (2012)

Regional networks Regions Cooperations Wanzenböck, Scherngell, and Lata (2015)

Co-authorship networks Individuals Publications Barabasi et al. (2002)

Inventor networks Individuals Patents Fleming, King, and Juda (2007)

Innovator networks Patent applicants Inventors Cantner and Graf (2006)

Citation networks Patents, publications Citation Sorenson, Rivkin, and Fleming (2006)

Product space Product classes Co-occurence Hidalgo et al. (2007)

Knowledge base Industries Labour flow Neffke, Henning, and Boschma (2011)

provides a short list of typical studies concerned with innovation and knowledge exchange. Firms

are most commonly linked through joint research projects (cooperation networks). The idea is

that collaborating firms exchange knowledge and learn from each other. While in reality the

knowledge flows need not be symmetric, it is usually impossible to observe the actual knowledge

flows. Information on public funding of joint research is frequently used to study innovation policy

or regional embeddedness. Individuals are most often linked through documented joint work.

In the case of co-authorship networks the information is based on publication records and two

authors are linked if they have jointly written a paper. Inventor networks are a special type of

co-authorship networks where linkages are established through joint patents instead of publications.

The underlying assumption is that co-authors or co-inventors know each other and have exchanged

some information or even learned from each other (Lissoni 2010). Innovator networks are an

aggregation of inventor networks. Inventors are the individuals responsible for the development of

the patent, but the rights attached to the patent belong to the applicant. Since only economically

exploitable knowledge is patentable, we use the term innovator for the applicant even though the

patent (the invention) only serves as an input for a possible innovation. Typically these innovators

are firms, but they might also be individuals, research organizations or universities. Inventors who

appear on patents belonging to distinct innovators are assumed to be mobile inventors who might

establish linkages across organizations and serve as a channel for information and/or knowledge

transmission. Citation networks constitute directed networks in which the nodes are citing and cited

entities and the link is established through the citation. Here, the citation is assumed to represent

some indication of knowledge flowing from the cited to the citing node. Patents that cite other

patents are used to identify spillovers (Jaffe, Trajtenberg, and Henderson 1993) or technological

trajectories (Verspagen 2007). Publications that cite other works can provide information about

the importance of certain concepts and their interconnection later authors draw on (Cantner and

Graf 2011). Finally, some approaches make use of technological or industry classifications to infer

on the relatedness, coherence, or diversity of economic and innovative activities in regions, sectors,

or countries.

4.2 Network boundaries

Social network analysis is subject to strong data requirements. Data needs to be more or less

complete in terms of actors and relations constituting the system and dynamic studies require the

7
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same kind of data over longer time periods. Information derived from patents or publications has

these properties and is commonly used to study networks. For example, networks of co-authorship

are used to analyze the development of scientific communities (Barabasi et al. 2002; Moody 2004),

networks of co-invention can help us understand the evolution of local clusters (Fleming, King, and

Juda 2007; Fleming and Frenken 2007), investigate university-industry relations (Balconi, Breschi,

and Lissoni 2004), or identify channels for knowledge spillovers (Breschi and Lissoni 2009). The

structure and characteristics of clusters and regional networks is explored in a number of studies

(Cantner and Graf 2006; Graf and Henning 2009; Graf 2011; ter Wal 2013).

However, one has to be aware of the network boundaries induced by the data choice. Regional

boundaries are usually determined by statistical offices so that a region might be defined on the

NUTS-3 level or as a Metropolitan Statistical Area (MSA). Technological boundaries might be

based on patent (IPC classes) or industry classifications (SIC, NACE) but there are also more

sophisticated approaches where search strategies combine classifications and keywords to determine

the boundaries of a technological field. The time window of the analysis is a critical assumption

regarding link duration and decay. Regarding the appropriate length of time window, there is

no consensus among network researchers regarding the correct length. Some assume only the

publication year (Wagner and Leydesdorff 2005), others three (Li et al. 2014), five (Li, Liao, and

Yen 2013), or seven years (Fleming and Marx 2006), and some do not account for a link decay at all

(Breschi and Catalini 2010). While this decision certainly influences the level of network metrics, it

should not affect the direction of change in dynamic analyses. Therefore, it is up to the researcher

to balance the trade-off between networks of higher density and connectedness on the one side and

more observations over time on the other.

Boundaries also include the level of activity where links might only be observed above some

threshold level of output. E.g. with co-inventor or co-authorship data, only collaborations that

lead to patented or published outcomes can be observed. By focussing on e.g. triadic patents or

publications in top journals, this threshold can be varied. Firm strategies towards patenting might

differ between sectors. Services are clearly under-represented and important actors, such as venture

capitalists or government agencies are not observed. Irrespective of the valuable insights generated

by patent networks, these problems of patent data especially apply to comparative sectoral studies

but also with regions if they are specialized in industries with different patenting propensities.

A different approach in terms of data collection is taken in a variety of studies on clusters

and industrial districts (Giuliani and Bell 2005; Giuliani 2007; Boschma and ter Wal 2007). Here,

smaller groups of relevant actors are asked about different types of relations to co-located actors,

but due to the high efforts related to this research approach, these studies are usually constrained to

specific cases rather than large technological or even national systems. ter Wal and Boschma (2009)

discuss the pros and cons of the various forms of data collection for the application of social network

analysis in the context of economic geography. Data on R&D alliances is frequently employed to

measure the influence of firms’ positions within industry networks on some measure of innovative or

economic success (Ahuja 2000; Rowley, Behrens, and Krackhardt 2000; Schilling and Phelps 2007).

A less frequently used source of relational data can be retrieved from information on public R&D

subsidies. Since many research projects are funded as collaborations relations between funded

firms and research organizations can be identified. In contrast to data on R&D alliances, such

information reveals interaction not only between firms but also involves public research, besides

8
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that it usually covers collaborations at an earlier stage of the innovation process (Broekel and Graf

2012).

4.3 Research focus

The last topic in this section concerns the focus of research within the innovation network litera-

ture5. Looking at performance aspects, we can distinguish two main research approaches. The first

approach seeks to explain the performance of actors according to their position within the network.

This line of research could be viewed as an advancement of research on R&D alliances and coop-

erations as it not restricted to observations of the frequency and intensity of bilateral relations in

the sense of relational embeddedness (Granovetter 1973), but also makes it possible to analyse the

structure of such a network and of individual positions therein captured by the notion of structural

embeddedness (Burt 1992; Gulati 1998). If we allow for the possibility that knowledge can flow

not just between two actors, but through several nodes of a network, the position in the network

becomes of major importance for the acquisition of external knowledge. Ahuja (2000) shows the

relevance of indirect linkages in addition to direct forms of interaction. While Ahuja (2000) finds

a significant impact of direct ties (degree) on subsequent innovation output, Powell, Koput, and

Smith-Doerr (1996) obtain rather ambiguous results concerning the influence of a central position

in the network on firm growth. In their study, degree centrality is predicts employment growth,

though no significant effects were found for closeness centrality or firms in the main component. In

a subsequent study on an expanded dataset ranging from 1988-1997, Powell et al. (1999) conclude

that centrality stimulates growth in size and internally-funded R&D and reinforces the use of R&D

alliances. However, Baum, Calabrese, and Silverman (2000) show that the influence of alliances on

patenting intensity depends on the partner type, and others argue that the environmental context

also shapes the structure of relations and their influence on performance. Rowley, Behrens, and

Krackhardt (2000) study two networks constituted by horizontal alliances in the US semiconductor

and steel industries and test the differential influence of strong ties, weak ties, and the density of the

neighbourhood on return on assets. They find an overall negative influence of strong ties on per-

formance, but in the exploitation environment of the steel industry, they find a positive influence.

Weak ties are overall positive, but especially so in the exploration context of the semiconductor

industry. In his valuable overview of studies relating interfirm networks and innovation, Ozman

(2009) concludes that the difficulty of obtaining robust results in some areas is due to the fact that

empirical network studies are investigating different sectors in different environmental contexts and

define networks in different ways.

The second approach is concerned with the performance of the network as a whole. As noted

above, the innovation system approach is mainly interested in the functioning and performance

of the system but only few studies explicitly account for the constituting network in terms of ac-

tors and relations. An early exception is the study by Leoncini, Maggioni, and Montresor (1996),

who analyze sectoral input-output data in a network framework to show differences between the

Italian and German technological system. Another example for such an approach is the study by

5A more general overview of different research foci within network studies with an emphasis of differences between
social sciences and physics can be found in Borgatti et al. (2009) or Hidalgo (2016). I also abstract from the more
theoretical approach taken in game theoretic network approaches (see Jackson 2014; Jackson, Rogers, and Zenou
2017)
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Fleming, King, and Juda (2007), who show that differences in regional innovative performance

can be traced back to the connectedness of the respective inventor networks. Breschi and Lenzi

(2016) show that social proximity coupled with dense local cliques among inventors as well as links

with inventors outside the city are beneficial for inventive productivity in US cities. Contrary to

these findings, Lobo and Strumsky (2008) as well as Bettencourt, Lobo, and Strumsky (2007) find

agglomeration effects to be more important than the structure of regional inventor networks for

metropolitan innovation performance. While not empirical, Cowan and Jonard (2003; 2004; 2007;

2007) study how different network structures, e.g. small world properties, affect the flow of knowl-

edge by means of formal modelling and subsequent simulation. Graf and Kalthaus (2016) analyse

the relationship between structural properties of national research networks and performance in

terms of research output and international embeddedness. They find that cohesion of the national

network is beneficial, whereas centralization has detrimental effects on performance.

The overarching research question within the range of regional innovation networks is about

the relationship between the structure of regional networks and indicators of their economic per-

formance. The regional innovation system (RIS) approach, introduced in section 3, serves as the

theoretical basis for such analyses. While the institutional and political framework has a prominent

role within existing RIS studies (Cooke 1998), the work on regional networks highlights the inter-

active character of innovation and explicitly accounts for the network of relations within the RIS

(Fritsch and Graf 2011). From the literature, we can derive the hypothesis that local knowledge

flows are beneficial to the technological competencies of local actors, which should then translate

into innovative and finally economic success. Empirical tests of these hypotheses are, however, still

scarce.

5 Data and Methods

5.1 Data collection

The analysis of networks requires relational data. In this Chapter, I will use the example of

innovator networks where patent applicants are linked via common inventors (Breschi and Lissoni

2004; Cantner and Graf 2006). Such links might be established because of mobile inventors or in

cases of co-application where every inventor on a co-application links all applicants. In the following

example, we will work with two databases published by the OECD twice a year. The REGPAT

database provides amongst others information on the location of inventors and applicants (OECD

2016b). Since the cleaning of names in working with raw patent data is especially relevant for

network studies (Trajtenberg, Shiff, and Melamed 2006; Raffo and Lhuillery 2009), we also rely on

the HAN (Harmonized Applicant Names) database (OECD 2016a).

For the analysis of regional networks, we need to define the boundaries of the region and decide

which patents are to be included. Here, we use the NUTS3 level6 to define regions and select all

patents with at least one inventor located in that region. The reason for relying on the location of

the inventor instead of the applicant lies in the practice of firms with several locations and some

research organizations (especially, the Fraunhofer and Max Planck societies in Germany) to assign

6NUTS stands for Nomenclature des unités territoriales statistiques and is a system of hierarchical regional defi-
nitions for regional statistics. The NUTS3 level corresponds to “small regions”, e.g. cities or small regions. In larger
cities which are also ’Bundesländer’ (e.g. Berlin or Hamburg), there is no difference between NUTS1, 2 or 3.
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Table 3: Number of patents per region

Stuttgart Munich Berlin Hamburg

EPO patent applications 17,163 34,763 23,773 13,076

patents with the address of the headquarters rather than with the actual location of invention. Of

course, the inventor location does not necessarily coincide with the place of invention if inventors

commute. However, given that most research is performed in teams (Wuchty, Jones, and Uzzi 2007),

we can expect that not all team members commute. Therefore, we should catch most patents that

have some connection to the region in focus (Lychagin et al. 2016).

For the present exemplary comparative study, I chose four large cities in Germany. Stuttgart

and Munich are both located in the south of Germany with a strong automotive industry, hosting

the headquarters of multinational firms, such as Daimler, Porsche, and BMW. During the last

years, a vibrant Biotechnology industry developed in Munich. Hamburg is located in the north of

Germany with the second largest harbour in Europe. It has a long history in trade and important

industries are logistics, aerospace, and food. The capital city of Berlin lost much of its industrial

base during the cold war and developed strengths in the research and education sector. After

reunification, it developed strengths in the service sector and creative industries but also in life

sciences and the health sector.

5.2 Data setup

The various steps of the following analysis are programmed in R (R Core Team 2016). The code

and sample data files to reproduce all results, figures, and tables presented here, are published as

Graf (2017). I recommend to follow the steps in the file regpat-network-example.r while reading

the remainder of this article. The following packages are used for the analysis: igraph for network

analysis (Csardi and Nepusz 2006), sna and network for network analysis and visualization7 (Butts

2008, 2015, 2016), intergraph for converting between igraph and network objects (Bojanowski

2015), stringr for handling strings during the cleaning of inventor names (Wickham 2012), xtable

to produce tables for use in LATEX (Dahl 2014), and Matrix for efficient matrix manipulation in

sparse formats (Bates and Maechler 2015). References to elements of the source code are set in

typewriter font.

From the REGPAT database (OECD 2016b), we use applications at the European Patent Office

(EPO). After reading the data (code sections 1a or 1b), we extract all patents with at least one

inventor located in the focal regions (code section 2). Table 3 gives the total number of patent

applications per city (the code to reproduce tables and figures is in code section 5).

In the REGPAT and HAN databases, information on application dates, inventors, and appli-

cants are stored in different tables which can be linked via a unique application identifier. Based

on the lists of application IDs that we used for the patent count in Table 3, we create tables of

priority year-patent ID (EPO.IPC.reg, code section 3.2) inventor-patent ID (INV.ID.reg, code sec-

tion 3.3) and applicant-patent ID combinations (HAN.ID.reg, code section 3.4). Inventor names

in the raw database are subject to a substantial amount of noise (Raffo and Lhuillery 2009). We

7For many routines, igraph has shown to be more efficient in terms of computing time and memory than sna and
network packages.
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would like to be sure that i) two patents with the same inventor name are actually invented by

the same person and ii) two patents by the same person are assigned to the same inventor name.

The first problem mostly arises with very common names and is difficult to solve. Typically, in-

ventor name disambiguation is performed by checking the addresses, IPC classes, applicants, and

co-inventors (Pezzoni, Lissoni, and Tarasconi 2014), however inventors might be mobile in any of

these dimensions. To minimize type II errors (false negatives) due to the second problem, we run

a series of data cleaning procedures before matching (code section 3.5). In particular, we change

all entries to upper case and remove accents, foreign letters, corrupted strings, and common name

modifiers (titles). Since the HAN database on applicant names is already cleaned in a similar way,

we can use it as it is for the purpose of this exercise (code section 3.6 provides some examples for

shortening applicant names). In the next step, we merge these two tables so that we have one data

frame for each region with Patent IDs, clean inventor names, clean applicant names, and the year

of application (HAN.INV.reg, code section 3.7).

To observe network dynamics, we need to make an assumption regarding tie duration. Patents

are applied for at one point in time, however, the process of invention that led to the patent took

most likely several years. Even when the patent has been applied for, it would be absurd to assume

that co-inventors do not interact any more. Therefore, it is common to take a moving windows

approach where ties typically last for three up to seven years (see section 4.2). For the present

analysis, we assume seven year moving windows so that a tie established by two patents of the

same year will be present for seven periods (code section 3.8). A tie established by two patents

applied for in the years 2000 and 2006 respectively, will only be present in one period (the 2000–

2006 network). However, we will not consider the link formed by a mobile inventor who is only

mentioned on patent A of firm 1 in 2000 and again on patent B of firm 2 in 2007. We will analyse

18 seven-year periods starting with the period 1990–1996 and ending with the period 2007–2013.

The number of patents that constitute each network along with the number of nodes is displayed

in Figure 1. The number of patents grows in all cities throughout most of the time, Munich and

Stuttgart show a sharp increase between the periods ending in 2000 and 2005 and flatten afterwards.

For the number of actors, we observe peaks around the 2005 period in all regions. The order among

regions is different than for the number of patents. Munich has more patents but less applicants

than Berlin throughout the most recent periods and Stuttgart has more patents but the smaller

network compared with Hamburg. The main reason for these differences is that both, Munich and

Stuttgart, are home to several of the largest patenting companies in Germany so that the average

number of patents per applicant is higher.

We now proceed by extracting 2-mode edgelists (combinations of n applicants and m inventors)

for each period and region from the data frames in HAN.INV.reg. These edgelists are stored in a new

object (a list named HAN.INV) which contains r (number of regions) elements (again lists) on the

first level and i (number of periods) dataframes for each region (code section 3.10). These 2-mode

edgelists are converted to adjacency matrices in two steps. First, they are expanded to 2-mode

sociomatrices via cross-tabulation (code section 3.11). Second, these n×m matrices are converted

into n×n adjacency matrices via matrix multiplication (A = II ′, where A is the adjacency matrix

and I is the 2-mode sociomatrix, code section 3.12). We use the igraph package to read the sparse

adjacency matrices and convert them into a format for network analysis, i.e. an igraph object

(code section 4.1). The sparse matrix format is used because of its shorter computing time and
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Figure 1: Number of patents and nodes per seven-year period

less memory occupation in comparison to the standard format. The resulting object, network.ig,

is an object of class ’list’ with the same dimensions as HAN.INV which contains igraph objects for

every region and period. in the following section, we proceed to describe some of the characteristic

properties and developments of these networks (code section 4.3).

6 Results

One of the first steps in network analysis is to look at the visualizations. On the one hand it

serves as a check if the various steps of data manipulation have been correct. On the other hand,

it provides a rough overview of the structure of the respective networks and the importance of

individual nodes. Figure 2 shows the main components of the innovator networks for the period

2006–20128. For reasons of clarity, only the names of the five most central nodes according to

betweenness centrality are displayed. As a first impression, we observe more tightly knit networks

in Berlin and Munich. Regarding the central actors, we find at least two universities or public

research institutes (FRAUNHOFER, MAX PLANCK) among the top five in all regions. Siemens

is among the top five in all regions except for Stuttgart where Bosch is the most central actor. Lists

of the ten most important actors according to betweenness centrality are provided in Table A.1 in

the appendix. The names of these actors show the strength of the automotive industry in Stuttgart

(Bosch, Daimler, Behr, Porsche) and Munich (BMW, Audi), a dominance of public research in

Berlin (seven out of ten), and a rather diverse industry in Hamburg.

As researchers, we do not rely on visual inspection but rather on statistics. Social network

analysis provides us with a number of measurement tools for different structural characteristics of

networks (see e.g. Wassermann and Faust 1994; Borgatti, Everett, and Johnson 2013). Figure 3

presents comparisons between some measures of cohesion of the regional networks over time. The

concept of cohesion is related to how tightly knit a network is. There are several network measures

related to cohesion. Density is defined as the number of ties expressed as percentage of the number

8In the example code, the full networks and the main components are plotted for all regions and periods (code
section 5, ’Plot networks’).
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Berlin_2006−2012

BASF SE

CHARITE UNIVERSITAETSMEDIZIN BERLIN

FRAUNHOFER

SIEMENS AG

TECHNISCHE UNIVERSITAT BERLIN

(a) Berlin

Hamburg_2006−2012

AIRBUS OPERATIONS GMBH

BEIERSDORF AG

MAX PLANCK

TESA SE

UNIVERSITATSKLINIKUM HAMBURG EPPENDORF

(b) HamburgMunich_2006−2012

BAYERISCHE MOTOREN WERKE AG

FRAUNHOFER

LUDWIG MAXIMILIANS UNIVERSITAT MUNCHEN

SIEMENS AG

TECHNISCHE UNIVERSITAT MUNCHEN

(c) Munich

Stuttgart_2006−2012

ALCATEL LUCENT FRAUNHOFER

MAX PLANCK

ROBERT BOSCH GMBH

UNIVERSITAT STUTTGART

(d) Stuttgart

Figure 2: Network visualizations: main components of innovator networks for the period 2006–2012. Nodes
are patent applicants, edges are common inventors. Node size is proportional to betweenness centrality.

14

Jena Economic Research Papers 2017 - 016



of pairs, i.e. potential ties.

D =

∑n
i=1 di

(n2 − n)
,

with n as the size of network and di =
∑

j aij as the degree, i.e. the number of edges incident to

a node. For comparisons between networks of the same size, density is highly informative. When

comparing networks of different sizes, it might be more meaningful to compare the average number

of connections, which is given by the mean degree (weighted or unweighted) (d̄):

d̄ =

∑n
i=1 di
n

Neither density nor mean degree tell us anything about the distribution of links, i.e. high values

might be because there are few highly active nodes. Connectedness measures use the distribution

of links to measure cohesion. If we assume that knowledge and information can only flow between

actors that are connected by any path which means they are members of the same component, the

share of actors in the main component tells us something about the functionality of a network (or

innovation system) to integrate actors in the innovation process. With similar reasoning, we might

be interested in actors who do not interact, measured by the share of isolates. Connectedness is

the proportion of pairs that can reach each other, i.e. which are members of the same component.

As such, it also accounts for connections within the rest of the component distribution.

Connectedness =

∑
i6=j rij

n(n− 1)

where rij is 1 if i and j are in the same component and 0 otherwise. Fragmentation is the

opposite, i.e. the number of pairs that cannot reach each other

Fragmentation = 1− Connectedness

Average distance (L) uses the concept of path length to measure cohesion:

L =

∑
i6=j dij

n(n− 1)

Assuming that knowledge is more easily transferred face-to-face a lot will be lost when travelling

across many actors so that cohesive networks are characterized by low path length. However,

distance can only be calculated within components, so that a fragmented network with many small

components will have a shorter average distance than a network with a large main component. The

clustering coefficient measures the presence of high-density substructures within the network.

CCi =

∑
j∈Ni

dij

(k2i − ki)
,

with Ni as the neighbourhood of i, ki = |Ni|, and dij the degree of j within Ni. For the network

as a whole, we get

CC =
1

n

n∑
i=1

CCi,

15

Jena Economic Research Papers 2017 - 016



which is the same as transitivity, the proportion of triples with three ties as a proportion of

triples with two or more ties. The latter two measures are relevant for the identification of small

world networks which are characterized by high clustering and short average path length (Watts and

Strogatz 1998). Small world networks can be considered an ubiquitous phenomenon as they appear

in man-made, biological, ecological, and technological systems (Uzzi, Amaral, and Reed-Tsochas

2007) and have attracted a great deal of attention across disciplines since the 1950s (Schnettler

2009).

Without going into all details, Figure 3 gives an impression of the four networks in which Berlin

and Munich show high levels of cohesion in comparison with Stuttgart and especially Hamburg.

All regions experienced a peak in terms of mean degree during the 2000s with a period of less

interaction in recent years. Except for Stuttgart, connectivity remains high but the general trend

towards more interaction seems to have stopped, as can also be seen by looking at the recently

increasing share of isolated actors. With the exception of Hamburg, there also seems to be a trend

towards more open networks with declining transitivity.

Regarding power or prominence of individual actors, there are several concepts to measure

individual centrality (Freeman 1978). Degree centrality defines the most central actor as the one

with most relations, i.e. degree. Degree centrality of i as share of all possible relations

CD
i = di/(n− 1)

As the name says, closeness centrality assumes that central actors are in close distance to many

other actors. It is defined as the inverse of the sum of distances to all other nodes

CC
i =

∑
i6=j

dij

−1

or normalized

CCn
i =

n− 1(∑
i6=j dij

)
Since distance between nodes in different components is infinite, closeness is only defined for

connected networks or within the main component. However, it is possible to assume a finite

distance between unconnected nodes and calculate closeness for all networks.

Betweenness centrality is about the control of information flows. High-betweenness vertices lie

on a large number of non-redundant shortest paths between other vertices, i.e. they can be thought

of as ‘boundary spanners’.

CB
i =

∑
j<k

gjik
gjk

, ∀i 6= j, k

with gjk as the number of geodesics between j and k and gjik as the number of geodesics between

j and k through i.

Eigenvector centrality can be viewed as a weighted version of degree centrality, where links to

central nodes count more than relations to peripheral actors. Centrality of each actor is proportional

to the sum of the centralities of those actors to whom he or she is connected. Using the adjacency
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(a) Density (b) Mean degree

(c) Weighted mean degree (d) Share in main component

(e) Share of isolates (f) Connectedness

(g) Average distance (h) Transitivity / Clustering coefficient

Figure 3: Measures of cohesion.
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(a) Degree (b) Betweenness

(c) Closeness (within main component) (d) Eigenvector

Figure 4: Measures of centralization.

matrix to find eigenvector centrality, the centrality score of vertex i can be defined as:

CEv
i = λ

∑
j∈N(i)

CEv
j = λ

n∑
j=1

ai,jC
Ev
j

where CEv
i is the eigenvector centrality score and λ is the eigenvalue.

We use these concepts to derive structural properties of the whole graph. Centralization mea-

sures should “[. . . ]index the tendency of a single point to be more central than all other points in the

network [. . . and are . . . ] based on differences between the centrality of the most central point and

that of all others” (Freeman 1978, p.227). These measures of network centralization are calculated

by summing deviations of all individual centrality scores from the score of the most central actor

and dividing it by the maximum possible value (usually a star network). For eigenvector centrality

the most centralized structure is the graph with a single edge (and potentially many isolates).

Applying these four centralization indices to the regional networks, we see that these conceptual

differences only partly lead to different interpretations (see Figure 4). Centralization based on

Degree, Betweenness, and Closeness, all show that Stuttgart – especially towards the end – is most

and Hamburg is least centralized. Munich became less centralized during the later periods and now

has a similar structure as Berlin in that respect. Centralization based on eigenvector centrality

leads to a different picture, with Stuttgart emerging as the least centralized network throughout

most periods.

While the analysis in the present chapter stops at this point, research certainly does not. In any

analysis of regional performance it would be important to include the interplay between internal
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and external social proximity (Graf 2011; Fritsch and Graf 2011; Breschi and Lenzi 2016) and

control for the cohesion and diversity of regional knowledge bases, e.g. by including measures of

related and unrelated variety (Frenken, Oort, and Verburg 2007; Neffke, Henning, and Boschma

2011). In order to explain processes of tie formation and network evolution, as in ter Wal (2014),

the R-Siena package (Ripley et al. 2017) provides well developed routines.

7 Conclusions

The purpose of this Chapter was twofold. First, it showed the value of applying methods of

social network analysis for the analysis of innovation systems by reviewing and linking the relevant

literatures. Second, as part of a Handbook on methodology, it provided an application of social

network analysis tools in a comparative study of four large German cities. We used information

on patent application at the EPO as published in the REGPAT database published by the OECD.

The OECD HAN database with harmonized applicant names proved valuable in disambiguating

applicants. Innovator networks were reconstructed by linking applicants via common inventors and

a series of cleaning steps were performed to increase the reliability of inventor name matching.

The availability of patent data and the use of automated cleaning show their benefits in an easy

to use and comparably fast analysis of regional or other types of innovation systems over time.

Data setup, preparation, and analysis were all performed with R (R Core Team 2016) and are

documented in form of a tutorial which can be accessed by interested readers. The tutorial is

supposed to provide young researchers or researchers new to the topic an easy entry to the analysis

of innovator networks. For more fine grained analyses that account for different actors types, actor

location, or other node and edge characteristics, additional effort needs to be supplied.
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A Tables

Table A.1: Top 10 nodes in the 2006–2012 innovator networks according to betweenness centrality

Stuttgart Munich Berlin Hamburg

1 ROBERT BOSCH
GMBH

SIEMENS AG SIEMENS AG AIRBUS OPERATIONS
GMBH

2 FRAUNHOFER BAYERISCHE
MOTOREN WERKE
AG

FRAUNHOFER UNIVERSITATSKLINI-
KUM HAMBURG
EPPENDORF

3 UNIVERSITAT
STUTTGART

LUDWIG
MAXIMILIANS
UNIVERSITAT
MUNCHEN

CHARITE UNIVERSI-
TAETSMEDIZIN
BERLIN

BEIERSDORF AG

4 MAX PLANCK TECHNISCHE
UNIVERSITAT
MUNCHEN

TECHNISCHE
UNIVERSITAT BERLIN

TESA SE

5 ALCATEL LUCENT FRAUNHOFER BASF SE MAX PLANCK

6 BEHR GMBH & CO KG MAX PLANCK BAYER
INTELLECTUAL
PROPERTY GMBH

CENTRUM FUER
ANGEWANDTE
NANOTECHNOLOGIE
CAN GMBH

7 DAIMLER AG F HOFFMANN LA
ROCHE AG

MAX PLANCK SIEMENS AG

8 BASF SE GIESECKE &
DEVRIENT GMBH

HUMBOLDT
UNIVERSITAET ZU
BERLIN

NORDEX ENERGY
GMBH

9 KARLSRUHER
INSTITUT FUR
TECHNOLOGIE

AUDI AG FREIE UNIVERSITAET
BERLIN

TECHNISCHE
UNIVERSITAET
HAMBURG HARBURG

10 DR ING H C F
PORSCHE AG

BSH BOSCH &
SIEMENS
HAUSGERAETE GMBH

FORSCHUNGSVER-
BUND BERLIN EV

TUTECH INNOVATION
GMBH
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